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Abstract

In the petabyte-era of climate research, harmonising diverse
environmental and geoscientific datasets is critical to improve
data interoperability and support effectiveness of interdisci-
plinary studies. This paper presents an idea of designing an
LLM-based tool to extract and standardize metadata from cli-
mate research repositories. The solution leverages the adapt-
ability of LLMs that are able to understand contextual nu-
ances. By addressing common inconsistencies such as vary-
ing parameters (observation types), units, and definitions, the
proposed tool will significantly improve effective data inte-
gration. It will be the first step to facilitate the creation of a
unified metadata schema adhering to the FAIR principles.

Introduction

In the era of Earth data repositories growing to petabytes
sizes (e.g. more than 24 PB of NOAA data; Willett et al.
(2023)), a key challenge in climate research is managing and
publishing large datasets. A good example are publications
relating to the Infrared Atmospheric Sounding Interferom-
eter! (IASI; Schneider et al. (2022)), which is deployed on
the Metop satellites of European Organization for the Ex-
ploitation of Meteorological Satellites (EUMETSAT). The
challenge of publishing data consistently is complicated by
the fact that climatologists harvest their data from multiple
and different sources, including ground-based observatories
and stations, balloons, and aeroplanes. On top of the task of
extracting knowledge from these huge datasets, this neces-
sitates a proper synchronisation of datasets, integrating dif-
ferent data formats, and mapping standards (Ramachandran
2023).
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Numerous existing Earth data repositories contain
datasets originating from various research groups which use
different standards. The lack of successful standardisation of
metadata leads to metadata inconsistencies, such as datasets
including identical measurements but tagged inconsistently
(e.g., Latitude/Longitude vs. Geocoordinates). These incon-
sistencies hamper interoperability and data reuse, particu-
larly in climate research requiring cross-repository analyses.

Leveraging Large Language Models (LLMs) for metadata
standardisation is a promising route to address these chal-
lenges. LLMs are effective at recognising patterns, resolving
ambiguities in natural language descriptions, and generating
standardised metadata entries (Zhao et al. 2023). This paper
proposes an idea of a novel LLM-based tool for extracting
and harmonising metadata in climate research repositories.

The task of standardising metadata is a complex one and
can be divided into two main parts: standardising the exist-
ing datasets, and creating an environment to ensure a proper
standardisation of newly added datasets. In this paper we
will concentrate on one of the steps connected to the latter
part, namely creating an LLM-based information extraction
tool. The tool is supposed to be included in the repository
and automatically extract available information from the text
accompanying the dataset to be uploaded.

This research is carried out within the scope of the Leibniz
Science Campus Digital Transformation of Research® (Di-
TraRe) (Razum et al. 2023; Jacyszyn et al. 2024).

Background and Analysis
Earth Data Portal

In this study we exploit the Earth Data Portal (HeB et al.
2023). It serves as a collaborative platform for discover-
ing, visualizing, and downloading environmental sciences

’DiTraRe web page, https://www.ditrare.de/en



data. Its primary goal is to provide scientists with access
to reusable datasets to enhance research efficiency. Al-
though the portal currently displays metadata information
and dataset parameters (observation types), the abstracts as-
sociated with these datasets may also contain valuable in-
formation that could be extracted to further improve their
usability.

Preliminary Analysis of the Earth Data Portal

We use the search API® to extract metadata from the Earth
Data Portal. We find that (1) only dataset records imported
from the PANGAEA repository* (Felden et al. 2023) are in-
dexed with parameters, while dataset records imported from
other repositories such as RADAR?, Natural Environment
Research Council® and World Data Center for Climate’ de-
scribe the dataset in unstructured abstracts or titles.

(2) Existing parameters are not standardised. Figure 2
shows duplicate terms (e.g., Age vs. AGE) and nested con-
cepts (e.g., Speed contains Wind speed).

In this study, we study the metadata extraction with LLMs
exploiting their adaptability. Unlike traditional keyword-
matching algorithms, LLMs understand contextual nuances
in dataset descriptions. For instance, they can infer that sea
surface temp 3. and SST refer to the same parameter.

Proposed Approach

LLMs have been applied to improve heterogeneous data in-
tegration in several subtasks, such as schema extraction (Bai
et al. 2023; Chen and Koudas 2024) and entity linking (Os-
hima et al. 2024). The implicit knowledge represented in
LLMs can improve text processing tasks (Chen and Koudas
2024; Zhao et al. 2023) if there are few labelled data avail-
able.

Based on the preliminary analysis of the Earth Data Por-
tal, we suggest building the following components with
LLMs:

1. A Terminology for Dataset Parameters

* Describe different parameters within datasets by
providing (a) canonical forms and their variants
(e.g.,TEMP vs temperature), which help mapping field
names used in the datasets to a standardised parameter
name; (b) information about units and measurement
(e.g., “km/h” and “m/s” for Speed).

* Integrate existing terminologies such as PANGAEA’s

catalogue (Diepenbroek et al. 2017) to ensure interop-
erability.

2. Automate Parameter Detection and Linking

* We have extracted 28k dataset records containing both
abstract and structured parameters. These records can
serve as training data to train a system to automatically

3 https://earth-data.de/rest/search

4 https://www.pangaea.de/
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detect mentions of parameters in unstructured textual
fields such as titles and abstracts.

* Leverage LLMs to map mentions of parameters to
their corresponding entries in the reference terminol-
ogy.

3. A Chatbot for Dataset Import and Retrieval

 Assist users with dataset importation tasks:

— Propose candidate parameters based on the users’ in-
put and the reference terminology.

— Prompt users to add missing parameters when none
are detected in their input.

* Improve dataset discovery:

— Recommend related data set records based on the
metadata.

— Guide the user to specify their query.

Summary

This study proposes development of an innovative LLM-
based tool aimed at standardising metadata across diverse
climate research repositories. It is a part of ongoing research
within the Leibniz Science Campus DiTraRe. The goal of
the project introduced in this article is to use LLMs to sup-
port partial automatisation of providing basic information
about the dataset to the Earth Data Portal. In the first step,
all relevant metadata information available in the accompa-
nying paper or abstract should be extracted and fed to the
portal. In the next step, an LLM-based chatbot is to be de-
veloped to support users during the upload process by pro-
viding suggestions to harmonise metadata by mapping into
a chosen existing standard.

By resolving common inconsistencies in parameter defi-
nitions, naming conventions, and units, the tool will facili-
tate the creation of a unified schema aligned with FAIR data
principles. It will support the integration of over 800,000
datasets from major repositories, such as PANGAEA and
the World Data Center for Climate. This harmonisation
will enhance the ability to perform comparative analyses
and predictive modelling, with implications for addressing
global challenges like climate change and biodiversity loss.
The project represents a significant step towards automating
metadata standardisation, with future plans for scaling the
tool to include research papers and developing a user-facing
chatbot for metadata mapping.

Analysis of the parameters in Earth Data
Portal

Figure 1 shows that, as an example, Wind Speed can be de-
scribed in the title, abstract, or parameters fields in the Earth
Data portal. These texts may also contain other information
which could be extracted and used.

In Figure 2, the 100 most frequent parameters in the Earth
Data Portal are visualized, clustered using SBERT embed-
dings and DBSCAN, with bubble size representing param-
eter occurence frequency and plotted via multidimensional
scaling.



_______

“Wind speed” is
mentioned in the title and
the abstract,

“Wind speed” is identified
as a parameter.

Figure 1: Mentions of Wind speed in the Earth Data Portal.
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Figure 2: 100 most frequent parameters in Earth Data Portal. We use Sentence BERT (Reimers and Gurevych 2019) to get
embeddings of the parameters and calculate the semantic similarity of parameters based on cosine similarity of the embeddings.
We use DBSCAN (Ester et al. 1996) to group similar parameters into clusters (bubbles with the same colour). Then we use
multidimensional scaling to plot the embeddings in two dimensions. Size of the bubble represents frequency of the occurence
of the parameter.



